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Abstract
Many sequential loops are actually recurrences and can be parallelized across iterations as scans or reductions. Many efforts over the past 2+ decades have focused on parallelizing such loops by extracting and exploiting the hidden scan/reduction patterns. These approaches have largely been based on a heuristic search for closed-form composition of computations across loop iterations.

While the search-based approaches are successful in parallelizing many recurrences, they have a large search overhead and need extensive program analysis. In this work, we propose a novel approach called sampling-and-reconstruction, which avoids the search for closed-form composition and has the potential to cover more recurrence loops. It is based on an observation that many recurrences can have a point-value representation. The loop iterations are divided across processors, and where the initial value(s) of the recurrence variable(s) are unknown, we execute with several chosen (sampling) initial values. Then, correct final result can be obtained by reconstructing the function from the outputs produced on the chosen initial values. Our approach is effective in parallelizing linear, rectified-linear, finite-state and multivariate recurrences, which cover all of the test cases in previous works. Our evaluation shows that our approach can parallelize a diverse set of sequential loops, including cases that cannot be parallelized by a state-of-the-art static parallelization tool, and achieves linear scalability across multiple cores.
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1 Introduction
Scan (prefix sum) and reduction are well-known computation patterns that can be parallelized by exploiting associativity [6, 18], despite dependencies. As an example, consider the evaluation of a polynomial expression \( y = \sum_{i=0}^{N-1} (a[N-i] \cdot c^i) \) by Horner’s method:

\[
y = 0; \text{ for } (i=0; i<N; i++) \{ y = c \times y + a[i]; \}
\]

The loop is inherently sequential at first glance because there is a carried dependence on \( y \). However, the computation is a first-order recurrence and the parallelization of such recurrences has been well studied [7, 13, 17]. Specifically, if we symbolically combine the computation of two consecutive iterations, we can obtain the value of \( y \) at the end of iteration \( i+1 \) (\( y_{i+1} \)) as a function of the value of \( y \) at the beginning of iteration \( i \) (\( y_{i-1} \)):

\[
y_{i+1} = c \ast y_i + a[i+1] = c \ast (c \ast y_{i-1} + a[i]) + a[i+1] = (c \ast c^i \ast y_{i-1}) + (c \ast a[i] + a[i+1])
\]

(1)

Since this symbolic composition does not depend on the actual value of \( y \) and is associative, it can be conducted in parallel as a reduction. As one possible parallelization approach, the loop can be divided into portions of consecutive iterations, and each processor performs the symbolic composition independently on one such portion. After all processors have finished the symbolic execution, the correct value of \( y \) is propagated across processors, i.e., from the first one to the last one, sequentially.

Overall, there are two steps in the parallelization above: 1) deriving the associative and closed-form composition of computation across iterations, as in Expression 1, and 2) applying parallel scan/reduction to the associative composition. For effective parallelization, symbolic composition has to be closed-form. This is because it ensures that a dominant fraction of the computation is distributed and conducted on different processors, and the sequential propagation of the values for \( y \) incurs only a constant overhead. It turns out that for the example loop above obtaining closed-form symbolic
works are in a small subset of recurrences defined by the program syntax introduced by Farzan et al. [11] as shown in Figure 1. The program is assumed to be written in simple imperative language with basic constructs for branching and looping. Nested loops are allowed in the syntax, but we always focus on one inner loop at a time. Farzan et al. conclude that “every non-nested loops in the program model in Figure 1 can be modeled by a system of recurrence equations” [11]. While the syntax does not imply true dependence in the loops, we are specifically interested in parallelizing loops with true carried dependences (other cases are usually simpler). Note that because a loop with carried dependence can be modeled as recurrence equations does not necessarily mean it can be parallelized. In fact, the loops that have been successfully parallelized in previous works are in a small subset of recurrences defined by the model. Our goal is to parallelize not only the loops that could be handled by previous efforts, but possibly a larger set.

1.2 Previous Works

There has been continuing interest in parallelizing loops involving recurrences [3, 5, 7, 11–13, 19, 20, 23]. Despite the differences in formalism and detailed techniques, all of the previous works follow the same two steps as for the example above. The approaches in earlier efforts were mostly template-based [3, 7], i.e., if the recurrences in the original loops (or sliced recurrences after loop distribution) match the template recurrences whose scan/reduction patterns are obvious (e.g., linear and finite-state recurrences), the loop can be parallelized. The major limitation of these early works is that they cannot handle variables with mutual dependences except for linear cases.

More recent techniques for extracting scan/reduction patterns in recurrences are mostly search-based. Fisher et al. [13] use aggressive symbolic analysis to search for closed-form compositions of the loop body functions – however, their method only works for loops that can be sliced into first-order recurrences. Raychev et al. use symbolic execution to derive the combined function at runtime [22] – however, the runtime maintenance of the combined function involves frequent path-merging, which is nontrivial and expensive. Farzan et al. use an SMT solver to search for the combined function [11], and thus their parallelization approach depends on the ability of the underlying solver. Though the search-based approaches have shown greater potential over the earlier approaches, their applicability has not been clearly characterized. Specifically, it is unclear for what recurrences the closed-form compositions can be obtained in a reasonable amount of time.

1.3 Our Work

In this paper, we propose a novel approach for extracting scan/reduction parallelism in recurrence loops without any search. The insight is to exploit a point-value view of the recurrences. We observe that in many cases, the combined function across iterations for a recurrence loop usually have a fixed geometric shape and can be precisely represented by one or more input-output pairs. Thus, instead of deriving or searching for the explicit form of the combined function, we only verify its type (or shape) at compile time, which can be done by simple program analysis. Then we generate a sampling-and-reconstruction strategy for the combined function based on the function type. The loops are parallelized by simply running the iterations on a processor with multiple initial values of the recurrence variable(s), i.e., a sampling phase and reconstructing the function with the outputs on these initial values afterwards (i.e., a reconstruction phase). Specifically, we present sampling-and-reconstruction strategies for four types of recurrences: linear, rectified-linear, finite-state, and multivariate. We further show algorithms that can verify the function types and generate the parallelized codes automatically. The evaluation results show that our approach can parallelize a diverse set of sequential loops, including cases that cannot be parallelized by the state-of-the-art static tool from Farzan et al. [11].

2 Illustration of the Idea

Before getting into technical details, we describe our idea of point-value representation of loop bodies and parallelization with an example. Consider again the polynomial evaluation by Horner’s method:

\[ y = 0; \text{for}(i=0; i<N; i++) \{ \ y = c \times y + a[i]; \}\]
In each iteration, \( y \) is a linear function of its initial value. If we compose the composition of two adjacent iterations as in Expression 1, the value of \( y_{i+1} \) is a linear function of \( y_{i-1} \) with a coefficient \( c * c \) and an offset \( c * a[i] + a[i+1] \). The basic idea here is that the composition of two linear functions is still linear. By inductive reasoning, we can see that the result of \( y \) after an arbitrary number of iterations is a linear function of its initial value, i.e., \( y_j = \text{Linr}(y_0) = A * y_1 + B, i \leq j < N \).

To make the example more concrete, let us consider the computation of polynomial \( f(x) = x^5 - 5 * x^4 + 3 * x^3 - 7 * x^2 - x - 10 \) at \( x = 2 \) by the loop of Horner’s method. Here, the array \( a[6] = \{1, -5, 3, -7, -1, -10\} \) and \( c = 2 \). Figure 2a shows the sequential execution of the loop with this particular input. It produces the correct result of \( f(2) = -64 \).

Now suppose we have two processors \( P_0 \) and \( P_1 \) and we want processor \( P_0 \) to compute the first three iterations of the loop and processor \( P_1 \) to compute the remaining three iterations simultaneously. The initial value of \( y \) is known to be 0, so we can directly start the computation on processor \( P_0 \). Since the value at the end of iteration 2 is unknown before \( P_0 \) finishes, we do not know the actual initial value to start execution from iteration 3 on processor \( P_1 \). To perform the computation on the two processors in parallel, we start the execution on processor \( P_1 \) with two initial values 0 and 1, which produce two sampled values of \( y \) \((y_{50}, y_{51})\) at the end of iteration 5. Because the underlying function is linear, two values turn out to be sufficient. (We will explain why this works in more detail in the next section.) As shown in Figure 2b, the correct result of \( y \) can be computed by the two sampled values \( y_{50}, y_{51} \) on processor \( P_1 \) and the resulting value \( (y2) \) on \( P_0 \), using an expression we derive later. Though the computation on \( P_1 \) is doubled compared with the original sequential loop, the benefits of this parallelization pattern will manifest when more processors are used. Moreover, available SIMD parallelism can be used for executing each pair of instructions (same computations with different initial values) in parallel.

### 3 Point-value Representation of Loop Body Functions

Building on the example above, this section describes our parallelization strategies for recurrences constructed by four function types: linear, rectified-linear, finite-state and multivariate, which are commonly seen in real loops.

#### 3.1 Linear Functions

Besides a computation like Horner’s method for polynomial evaluation discussed above, it turns out that functions in certain seemingly complex loops are actually linear. Figure 3 shows an example of a user-defined aggregation, which is adopted from Raychev et al. [22]. Regardless of the dependence on \( \text{pushed} \), the value of \( \text{count} \) over iterations is a linear function of its initial value. This is because the two assignments to \( \text{count} \), as shadowed in Figure 3, are linear functions and any composition of the two linear functions is still a linear function. The dependence on \( \text{pushed} \) adds another dimension to the function for \( \text{count} \), but it does not affect the linear relation itself.

Formally, we define the linear relation between two values \( y_j \) (the value of recurrence variable \( y \) at the end of iteration \( j \)) and \( x_i \) (the value of recurrence variable \( x \) at the end of iteration \( i \)) for \( j \geq i \):

**Definition 3.1.** (Linear Relation) If \( y_j = C_1 * x_i + C_2 \) where \( C_1 \) does not depend on any recurrence variable and \( C_2 \) does not depend on \( x \), then \( y_j \) is a linear function of \( x_i \), denoted as \( y_j = \text{Linr}(x_i) \).

Note \( y \) and \( x \) can be the same recurrence variable in the definition. To verify the linear relation between values of recurrence variables, we can first check if the recurrence variables have linear relation in a single iteration, and then prove the linear relation across iterations by induction. Take the loop in
Figure 3 as an example, \( \text{count} \) is a linear function to itself in all branches of the loop body, i.e., \( \text{count}_{i+1} = \text{Linr}(\text{count}_i), \forall i < N \). From the base case, suppose \( \text{count}_0 = \text{Linr}(\text{count}_0) \), we know \( \text{count}_{k+1} = \text{Linr}_{k+1}(\text{count}_k) = \text{Linr}_{k+1}(\text{Linr}_j(\text{count}_j)) = \text{Linr}_{k+1,j}(\text{count}_j) \). Thus, \( \text{count}_j = \text{Linr}(\text{count}_j), \forall i \leq j < N \). That is, the value of \( \text{count} \) at the end of iteration \( j \) is a linear function of its value at the end of iteration \( i \), \( \forall i \leq j < N \). The verification process generally works for all of the function types we are considering in this work and can be done by simple program analysis. We leave the detailed algorithms of this verification process in §4. In this section, we focus on discussing the sampling-and-reconstruction strategies for different function types and show our main idea for achieving parallelization.

**Sampling and Reconstruction** Assume the linear relation between \( y_j \) and \( x_i \) is verified, two sample points are sufficient to reconstruct it because the function is a line on a plane. Thus, we can start the execution of iteration \( i + 1 \) with \( x_i[0] = 0 \) and \( x_i[1] = 1 \) when the actual value of \( x_i \) is unknown. Suppose the values of \( y_j \) produced by the two inputs are \( y_j[0] \) and \( y_j[1] \), respectively, the combined function from iteration \( i + 1 \) to iteration \( j \) can be represented as:

\[
y_j = (y_j[1] - y_j[0]) \times x_i + y_j[0]
\]

That is, we can directly compute the correct value of \( y_j \) by Expression 2 once the actual value of \( x_i \) is available from the previous neighboring processor. This was the idea used in the example pertaining to Horner’s method presented earlier.

### 3.2 Rectified-linear Functions

Rectified-linear function arises in loops that have recurrence variables in conditionals. An example is the loop that computes maximum segmented sum of an array, as shown in Figure 4. In each iteration, the update of \( s \) is a function of itself. Intuitively, the function consists of two pieces – the left piece is \( s = 0 \) with the condition \( s + A[i] < 0 \) and the right piece is \( s = s + A[i] \) with condition \( s + A[i] \geq 0 \). If plotted, the function will have the shape as shown in Figure 5a.

Because the composition of any two rectified-linear functions of the shape shown in Figure 5a still holds the same shape, the resulting value of \( s \) after an arbitrary number of iterations is a rectified-linear function of its initial value with the shape as in Figure 5a. This can be seen from Fisher et al. [15], which has this loop as a running example of heuristic search of closed-form composition of recurrences. They give a closed-form representation for \( s \) across iterations as

\[
s_{res} = (s_{init} + C_1 < 0)?C_2 : s_{init} + C_1 + C_2
\]

The closed-form representation has the shape as shown in Figure 5a.

Generalizing beyond the example above, a useful property of rectified-linear functions is that their compositions are either still a rectified-linear function or a simple piecewise-linear function. Figure 5 shows all possible shapes of rectified-linear functions and their compositions. Certain compositions may be straight lines depending on the actual values, but they can be considered as special cases of the listed shapes. The functions resulting from compositions of two functions are summarized in Table 1, where each cell indicates the resulting shape of the composition of its row and column. For example, if we compose a rectified-linear function of shape \( b \) with another function of shape \( a \), i.e., \( a(b(x)) = (b \circ a)(x) \), the composed function will have the shape of Figure 5f, as indicated by the cell at row \( b \) and column \( a \) in Table 1.

Formally, we define the rectified-linear relation between \( y_j \) (the value of recurrence variable \( y \) at the end of iteration \( j \)) and \( x_i \) (the value of recurrence variable \( x \) at the end of iteration \( i \)) for \( j \geq i \):

**Definition 3.2.** (Rectified-Linear Relation) \( y_j \) is a rectified-linear function of \( x_i \), denoted as \( y_j = \text{RectLinr}(x_i) \), if

\[
y_j = \begin{cases} 
\text{Linr}(x_i) & , x_i \cap B \\
\text{Linr}(B) & , x_i \cap B
\end{cases}
\]

where \( B \) is not dependent on recurrence variables, \( \cap \) can be any of \( <, >, \leq \) and \( \geq \), and \( \cap \) is the inverse of \( \circ \).

Note \( y \) and \( x \) can be the same recurrence variable in the definition. The rectified-linear relation among values of recurrence variables can be verified by a similar process as for linear relation (§4.2).
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\[ a \quad b \quad c \quad d \quad e \quad f \]

\[ a \quad a \quad b \quad f \quad e \quad e \quad f \]

\[ b \quad f \quad e \quad a \quad b \quad f \quad e \]

\[ c \quad c \quad d \quad e \quad f \quad f \quad e \]

\[ d \quad e \quad f \quad c \quad d \quad e \quad f \]

\[ e \quad e \quad f \quad f \quad e \quad e \quad f \]

\[ f \quad e \quad e \quad f \quad f \quad e \quad f \]

Table 1: Composition of shapes listed in Figure 5 – each cell indicates the resulting shape of the composition of its row and column

The sampling strategy above requires that \( x_0[0], x_1[1] \) are "small enough" and \( x_2[2], x_3[3] \) are "large enough". We cannot guarantee that at compile time because the turning points of the rectified-linear functions are unknown. Instead, we ensure the correctness of sampling at runtime. Specifically, we check whether the actual value of the recurrence variable (once available) is between \( x_1[1] \) and \( x_2[2] \). If it is true, Expression 4 will produce the correct result.

**Runtime Checking**

The sampling strategy above requires that \( x_0[0], x_1[1] \) are "small enough" and \( x_2[2], x_3[3] \) are "large enough". We cannot guarantee that at compile time because the turning points of the rectified-linear functions are unknown. Instead, we ensure the correctness of sampling at runtime. Specifically, we check whether the actual value of the recurrence variable (once available) is between \( x_1[1] \) and \( x_2[2] \). If it is true, Expression 4 will produce the correct result.

**Example**

As a concrete example, let us consider the "maximum segmented sum" loop in Figure 4 with \( A[6] = \{2, 3, -4, -2, 5, -1\} \). In this loop, \( m \) and \( s \) are both recurrence variables. Figure 6a shows the sequential execution of the loop with this particular input. It produces the correct result \( m = 5 \), which is the sum of \( A[0] \) and \( A[1] \). Figure 6b shows the parallel computation of \( s \) on two processors with processor \( P_0 \) executing the first three iterations and processor \( P_1 \) executing the remaining three iterations simultaneously. The initial value of \( s \) at iteration 0 is known to be 0, so we can directly start the computation on processor \( P_0 \).
actual initial value of \( s \) at iteration 3 is unknown before \( P_0 \) finishes, so we start the execution on processor \( P_1 \) with two sampling values: \(-100\) and \( 100 \). Only two sample points are needed in this case because the function has shape as shown in Figure 5a with the right piece having slope of 1.

Also, \(-100\) and \( 100 \) are small and large enough to sample the left and right piece of the function for this particular input. With the two sampled results \( s50 = 4 \) and \( s51 = 102 \), the parallel version computes the correct result of \( s5 \) using \( \max(s50, s2 + s51 - 100) \), according to Expression 5. The parallel computation of \( m \) is not included in Figure 6b because \( m \) depends on both \( s \) and itself. That is, \( m \) is a bivariate function of the initial value of both itself and \( s \). We will discuss the sampling-and-reconstruction strategy for multivariate functions and complete this example in §3.4.

### 3.3 Finite-state Functions

Finite-state functions are functions whose domain and range are both finite sets. An example is a function on boolean recurrence variable such as pushed in Figure 3. The input and output of the function are either True or False. Another example is the transition on a finite-state machine (FSM) where the domain and range are both the set of all states. The finite-state relations can be determined by checking equality conditionals in the loop body (§4.2).

**Sampling and Reconstruction** The sampling and reconstruction for finite-state functions are straightforward: simply enumerate all the possible input states and the function is the one-to-one mapping between the inputs and outputs. Take the loop in Figure 3 as an example, we start each portion of iterations with two initial values for pushed (True and False). The correct result is then the state produced by the actual initial value. It will be inefficient to enumerate all of the states when the state set is large. In this case, the sampling can be combined with speculation to exploit the convergence of state transition. We discussed enumerative speculation in a recent work on parallelizing FSM [16].

### 3.4 Multivariate Functions

It is common in real loops that a recurrence variable can depend on multiple recurrence variables. Take the loop in Figure 4 as an example, from the code "if \((m < s) \) \( m = s; \)" it is easy to see that the value of \( m \) at the end of iteration \( i \) (\( m_i \)) is a rectified-linear function of its value at the end of iteration \( i - 1 \) (\( m_{i-1} \)). We can also tell that \( m_i \) is a rectified-linear function of \( s_i \) (the value of \( s \) at the end of iteration \( i \)). Next, because \( s_i \) is a rectified-linear function of \( s_{i-1} \) as discussed in §3.2, we can tell that \( m_i \) is a bivariate function of both \( s_{i-1} \) and \( m_{i-1} \). The type of the function along both dimensions are rectified-linear of shape in Figure 5a. Then, based on the composition closure of rectified-linear functions, we can determine that \( m_i \) is a bivariate function of \( s_i \) and \( m_i \) with shape in Figure 5a in each dimension for all \( j \geq i \). The relation can be represented in a graph as

In the Figure above, the nodes represent the recurrence variables \( m \) and \( s \), and an edge from \( s \) to \( m \) indicates that \( m_i \) is a rectified-linear function of \( s_i \) for all \( j \geq i \). It is similar to the dependence graph of a loop with function relations among the recurrence variables stored in the edges.

**Definition 3.3.** (Function Relation Graph) A function relation graph for a recurrence loop is a graph \( G = (V, E) \) in which a node \( u \in V \) represents a recurrence variable, and an edge \((u, v) \in E\) represents \( v_j \) (the value of \( v \) at the end of iteration \( j \)) is a function of \( u_i \) (the value of \( u \) at the end of iteration \( i \) \( \forall j \geq i \)). The function type is stored in the edge \((u, v)\). If a node \( v \) has multiple incoming edges, it indicates that \( v_j \) is a multivariate function of each of the source nodes of incoming edges (with the function type along each dimension stored in the corresponding incoming edge).

Note that in the definition above we assume that there is at most one edge between any two nodes. For a multivariate function, it indicates that the function along the dimension of each input variable has a unique function type (thus a unique sampling-and-reconstruction strategy). This condition commonly holds in the recurrence loops we are targeting, and it is important for the efficacy of our sampling-and-reconstruction method. We will discuss the algorithms for building a function relation graph for a recurrence loop in §4.3. We now assume the function relation graph is already available, and focus on discussing its sampling-and-reconstruction strategy in this section.

**Sampling** The initial values for sampling a multivariate function are the Cartesian product of the initial sampling values of all its dependent variables. To see this, let us consider an example of 2-D linear function. Suppose a recurrence variable \( z \) has two incoming nodes \( x \) and \( y \) in the function relation graph and the function types stored in the two incoming edges are both linear. Thus, we have a function of the form \( z = a \cdot x + b \cdot y + c \) where \( a \), \( b \), and \( c \) have unknown values that are not dependent on any recurrence variables. To obtain these values, we need at least three independent linear equations. Our key idea is that the equations can be obtained by computing \( z \) with four pairs of initial values: \([x:0, y:0]\), \([x:0, y:1]\), \([x:1, y:0]\), and \([x:1, y:1]\). In other words, the cartesian product of \([x : \{0, 1\}]\) and \([y : \{0, 1\}]\). With four corresponding output values of \( z \) \((z_0, z_1, z_2, z_3)\), we have four equations, from which 3 unknown values can be determined. And then, once the actual values of \( x \) and \( y \) are available, we can calculate the actual output value of \( z \) directly.

This sampling strategy generally works for multivariate functions of other types discussed in this section as long as the unique edge property is satisfied in the function relation.
Revealing Parallel Scans and Reductions in Recurrences... Gandhi, Garth, "Revealing Parallel Scans and Reductions in Recurrences... PACT ’18, November 1–4, 2018, Limassol, Cyprus

The decoupling of each variable involves replacing the sampled values of a function at certain sampled points, we want to reconstruct the function by

1) For a recurrence variable \( v \), determine its initial values for sampling the function represented by each of its outgoing edges, denoted as set \( S_1[v] \).

2) Determine the initial values of \( v \) for sampling functions of all of its outgoing edges by calculating the union of \( S_1[v] \), denoted as set \( S_2[v] \).

3) The initial values for sampling a recurrence variable \( x \) are the Cartesian product of \( S_2[v] \) for all \( v \) that has edge pointing to \( x \), denoted as \( S_3[x] \).

4) If a recurrence variable \( v \) belongs to multiple connected components and the initial values for \( v \) are different in different components, calculate the union of initial values for different components and extend the initial values for other variables in each component with arbitrary values.

5) Repeat Step 4 until a consistent set of initial values for sampling of all variables is achieved.

Reconstruction In the example above, the function \( z = ax + by + c \) can be reconstructed explicitly by solving for \( a, b, \) and \( c \). However, a more efficient approach is to reconstruct the function by interpolation. That is, given the values of a function at certain sampled points, we want to directly determine the value of the function at any point without computing the function parameters. Consider again the function \( z = f(x, y) = ax + by + c \). The value of \( z \) at any point \((x, y)\) can be computed in the following steps:

1) It is already known that \( f(0, 1) = z_1 \) and \( f(1, 1) = z_2 \).

2) Similar to the first step, we can obtain \( f(x, 0) = (z_2 - z_0) \times x + z_0 \).

3) Because \( f(x, y) \) is a linear function of \( y \) determined by \( f(x, 0) \) and \( f(x, 1) \), we have the reconstructed function \( f(x, y) = (f(x, 1) - f(x, 0)) \times y + f(x, 0) \).

This procedure is commonly used to interpolate bilinear function of the form \( z = a_1 \times x + a_2 \times y + a_3 \times x + a_4 \times y + a_5 \) [1]; in this example, the coefficient of term \( xy \) is zero.

The key idea in the above interpolation procedure is to decouple the dependent variables one-by-one. It works for multivariate functions of other types discussed in this section as long as the function relation graph has only unique edges between any two nodes. The order for decoupling does not matter as the function type along each dimension is unique.

The decoupling of each variable involves replacing the samples with their reconstruction functions on that dimension (Step 1 and 2 in the above example). Our general algorithm involves repeating the replacing step until all variables are decoupled and all of samples are in one formula, which is the reconstructed multivariate function (Step 3 in the above example).

P1

\[
\begin{align*}
  i3: & \quad s30 = \max(-100 + A[3], 0) = 0; \quad m30 = \max(-100, s30) = 0 \\
  & \quad s31 = \max(100 + A[3], 0) = 98; \quad m31 = \max(-100, s31) = 98 \\
  & \quad s40 = \max(s30 + A[4], 0) = 5; \quad m40 = \max(m30, s40) = 5 \\
  & \quad s41 = \max(s31 + A[4], 0) = 103; \quad m41 = \max(m31, s41) = 103 \\
  & \quad s50 = \max(s40 + A[5], 0) = 4; \quad m50 = \max(m40, s50) = 5 \\
  & \quad s51 = \max(s41 + A[5], 0) = 102; \quad m51 = \max(m41, s51) = 103 \\
  m5 = \max(m50, s2 + m51 - 100, m2) = 5
\end{align*}
\]

Figure 7. Computation of \( m \) on processor \( P_1 \) for execution example in Figure 6.

Example Consider again the loop in Figure 4 and its execution in Figure 6. We now explain the parallel computation of \( m \). We have known that \( m \) is a bivariate function of \( s \) and \( m \) with shape as shown in Figure 5a – this is along both dimensions and after an arbitrary number of iterations. Because the rectified-linear function on \( s \) has slope 1 on the right piece, two sample points (say, \(-100 \) and \( 100 \)) are sufficient. Because the rectified-linear function on \( m \) has slope 1 on the right piece and the right piece (or extended line) passes origin, one sample point (say, \(-100 \)) on the left piece suffices. The initial values for sampling are thus the Cartesian product of \((s: \{-100, 100\})\) and \((m: \{-100\})\), which are \((s[0] = -100, m[0] = -100)\) and \((s[1] = 100, m[1] = -100)\).

Figure 7 (together with Figure 6b) shows the full computation on processor \( P_1 \), and it produces the correct result of \( m \).

The expression for computing \( m5 \) is constructed based on the decoupling rule described above. If we decouple dimension \( s \) first, according to Expression 5, the two sample points \( m50 \) and \( m51 \) are reduced to one sample point \( \max(m50, s2 + m51 - 100) \) along the dimension \( m \). It is further reduced to \( \max(\max(m50, s2 + m51 - 100), m2) \) according to Expression 6, which is the bivariate function of \( m5 \) from \( m2 \) and \( s2 \). It turns out that decoupling along dimension \( m \) first will produce an equivalent expression.

3.5 Comparison with Previous Works

Representing combined functions as input-output pairs provides a mechanical way to reconstruct the functions without any search. Though the function types discussed in this section seem limited, they occur quite frequently in practice, and to the best of our knowledge, they cover all of the test cases used in previous works. In addition, our approach has two advantages over the previous works.

More Efficient Parallel Codes First, for loops with acyclic dependence graphs (e.g., the loop in Figure 4), a conventional parallelization approach is to apply loop distribution to slice the loop into first-order recurrences and parallelize them one-by-one [13]. However, loop distribution usually requires multiple passes over the entire iteration space or storing the intermediate values in the parallelized codes, which can be expensive. Our approach parallelizes such loops in one pass. Second, the multiple sampling is not an overhead of our approach. They are actually the (near) minimum amount
of computation needed for achieving parallelization. All of the previous approaches have to do such redundant computation. For example, for parallel computing of \( s \) in the loop in Figure 4, Fisher et al. [15] need to do four additions and two comparisons in each iteration in the parallelized code to maintain the template variables \( C_1 \) and \( C_2 \) in Expression 3. In comparison, our sampling in Figure 6b only involves two additions and two comparisons. While the recent work of Farzan et al. [11] parallelizes this loop with two additions and one comparison in each iteration, our approach can easily benefit from SIMD processing and achieve the performance of one addition and one comparison in each iteration. If a loop requires multiple samplings with our approach, Farzan et al. [11] also need to do auxiliary computations in each iteration in the parallelized code. The parallel codes generated by Farzan et al. [11], however, cannot easily benefit from SIMD processing as the auxiliary computations they require are different from the loop body.

**Supporting Mutual Dependences** Our approach not only works for loops that can be sliced into first-order recurrences, but we can handle variables with mutual dependences for more general cases than linear systems. For example, Figure 8 shows a loop that computes the maximum segmented product of an array.

```c
ma = FLT_MIN; mi = FLT_MAX; m = FLT_MIN;
for (i=0; i<N; i++) {
    if (A[i] > 0) {
        ma = max(ma*A[i], A[i]);
        mi = min(mi*A[i], A[i]);
    } else {
        tmp = max(mi*A[i], A[i]);
        mi = min(tmp, mi*A[i], A[i]);
        ma = tmp;
    }
    m = max(m, ma);
}
```

Figure 8. A loop that computes maximum segmented product of an array

For the previous section, we have shown strategies for parallelizing recurrence loops based on the assumption that we already know the function types among the recurrence variables. This section describes three steps to obtain the function types from the sequential codes automatically: 1) identify the recurrence variables (i.e., which variables we should sample); 2) build a partial dependence graph for the recurrence variables based on one iteration of the loop; 3) compute transitive closure of the partial dependence graph to obtain a function relation graph for the loop. We discuss the three steps based on the syntax in Figure 1.

### 4 Inferring Function Types

The recurrence variables are variables with loop-carried dependences. More specifically, suppose \( RVar \) is the set of all recurrence variables, a variable \( v \in RVar \) if it meets both of the following two conditions: 1) There is no assignment \( (v = e) \) dominating all of the uses of \( v \), and 2) \( v \) is both assigned and used in the loop body, or \( v \) is only assigned but there exist at least one execution path in the loop body where no assignment occurs (i.e., its value can possibly come from previous iteration).

#### 4.1 Identifying Recurrence Variables

The recurrence variables are variables with loop-carried dependences. More specifically, suppose \( RVar \) is the set of all recurrence variables, a variable \( v \in RVar \) if it meets both of the following two conditions: 1) There is no assignment \( (v = e) \) dominating all of the uses of \( v \), and 2) \( v \) is both assigned and used in the loop body, or \( v \) is only assigned but there exist at least one execution path in the loop body where no assignment occurs (i.e., its value can possibly come from previous iteration).

#### 4.2 Analysis of a Single Iteration

A recurrence loop can be represented as a set of condition-assignment pairs of the form \( <cond, v = e> \), where \( v = e \) is an assignment of a recurrence variable \( v \), \( e \) is an expression, and \( cond \) is a boolean expression for entering the branch that contains the assignment instruction [10, 11]. A traversal on the control flow graph (CFG) of the loop body can be used to obtain this, specifically, by storing the conditions along the traversal tree and the assignment instructions for each recurrence variable. Once we have the set of condition-assignment pairs, they are all analyzed to obtain the function type(s).

**Verifying Linear Relation** First, we verify the linear relations among recurrence variables without considering the conditions. For an assignment \( v = e \), Algorithm 1 can find the recurrence variables that \( v \) depends on and verify if the relations between \( v \) and the recurrence variable(s) is/are linear. The output of the algorithm is a set of relation records storing all the recurrence variables that \( e \) depends on and the signs and coefficients of the linear functions if available. If \( e \) is a recurrence variable, it directly returns the recurrence variable along with a function sign of \( LINR_P \) (indicating it
Algorithm 1 Check Linear Relations

1: procedure CheckLinear(e)  // Input: e ∈ Exp
2: if e is a recurrence variable then
3:     Case#1: e is a recurrence variable
4:         if x ∈ VVar then return \{x, LINR, P, 1\}
5:     else Case#2: e is a non-recurrence variable
6:         de ← GetReachingDefinition(x)
7:         return CheckLinear(de)
8: end if
9: else if e is a binary expression then
10:    Case#3: e := e₁ ⊕ e₂
11:       r₁ ← CheckLinear(e₁)
12:       r₂ ← CheckLinear(e₂)
13:       if e := e₁ + e₂ then return r₁ ⊕ r₂
14:       else if e := e₁ - e₂ then return r₁ - r₂
15:       else if e := e₁ * e₂ then
16:           if r₁ := ⊘ then return UpdateSign(r₂, e₁)
17:           else if r₂ := ⊘ then return UpdateSign(r₁, e₂)
18:           else Abort()  // Not a linear function
19:       end if
20: end if
21: else if e := e₁ ÷ e₂ then
22:     if r₂ := ⊘ then return UpdateSign(r₁, e₂)
23:     else Abort()  // Not a linear function
24: end if
25: end procedure

is a positive linear function) and a coefficient of 1. If e is a variable but not a recurrence variable, it obtains the reaching
definition of the variable and checks linear relation for the assigning expression de in the reaching definition.

If e is a binary expression e := e₁ ⊕ e₂, it recursively checks the linear relations for its two operands. Suppose the
binary operator is ‘+’, e₁ = Linr₁(v₁) = A₁ * v₁ + B₁ and e₂ does not depend on v₁, then e = A₁ * v₁ + B₁ + e₂,
indicating that e is a linear function of v₁ according to Definition 3.1. It is obvious that the relation records for e are
the union of the relation records for its two operands e₁ and e₂ if they do not depend on the same recurrence variable(s). If e₁ and e₂ both
depend on v₁ (i.e., e₁ = Linr₁(v₁) = A₁ * v₁ + B₁ and e₂ = Linr₂(v₂) = A₂ * v₁ + B₂), then e₁ = (A₁ + A₂) * v₁ + (B₁ + B₂),
indicating that e is still a linear function of v₁, though the sign of the function in this case can be unknown. This combining
procedure of the relation records for e₁ and e₂ is denoted as ⊕* in the algorithm. Other types of binary expressions can
be analyzed with a similar approach. The remaining cases are e is a constant or e is a reference to a non-recurrence
array, for which the algorithm simply returns an empty set. Note that because the algorithm returns an output whenever
a recurrence variable is found, a recurrence variable x in the relation records of e indicates that e is a linear function of
the reaching definition of x rather than the initial value of x at the beginning of the iteration. Storing the partial dependences in
the relation records simplifies the dependence analysis and yet preserves sufficient information for inferencing function
types among the recurrence variables.

Building Partial Dependence Graph Based on Algorithm 1, we take the conditions into account to verify rectified-
linear and finite-state functions and build a partial dependence graph for the loop body function. The procedure includes
the following steps:
1) For each condition-assignment pair <cond, v = e>, first identify all recurrence variables that v depends on and
check their linear relations by invoking Algorithm 1.
2) If cond is true, which means the linear relations in the
assignment are unconditional, directly add the linear relations
as edges in the graph.
3) If the assignment is conditional, separate cond into sub-
conditions for different recurrence variables and analyzes
the sub-conditions one by one.
4) For one sub-condition x ⊕ e’, if the comparison operator
is equality, which means e is assigned to v only when x
is equal to e’, then v is a finite-state function of x.
5) If the comparison operator is > or ≥, which means e is
assigned to v only when x is greater than e’, then only
the right pieces of the linear functions for v = e are valid.
   - If v is a positive linear function of x under condition
     x > e’, then x to v is the right piece of a rectified-linear
     function of shape in Figure 5a.
   - If v is a negative linear function of x under condition
     x > e’, then x to v is the right piece of Figure 5b.
   - If v is not related to x (i.e., v is a constant with respect
to x under condition x > e’), then x to v is the right
     piece of either Figure 5c or 5d.
6) A similar decision procedure applies to the cases where the
comparison operator is < or ≤.
7) After all of the condition-assignment pairs are processed,
check symbolic equivalence of the left and right pieces
at the connecting points and see if they construct valid
rectified-linear functions. Any non-connecting pieces will
abort the analysis.

The procedure returns a partial dependence graph with nodes representing recurrence variables and edges representing
dependences among them.

4.3 Reasoning across Iterations
To verify the function relations among recurrence variables
across iterations, we want to obtain a function relation graph
for a recurrence loop. This is achieved by computing the
transitive closure of the partial dependence graph. Recall that
an edge in the partial dependence graph represents a relation
between two assignments of two recurrence variables x and
y in one iteration. Thus, a path from node x to node y in
the partial dependence graph indicates that, over a certain
number of iterations, the value of y after an assignment is
a function of the value of x at an earlier assignment. An
edge from node x to node y in the transitive closure has
two implications: 1) there is at least one path from \( x \) to \( y \) in the partial dependence graph; 2) the function relations represented by different paths from \( x \) to \( y \) have a unique type or are special cases of a unique type. According to Definition 3.3, we can see that the transitive closure of the partial dependence graph is a function relation graph for a recurrence loop.

The computation of the transitive closure of a partial dependence graph can be implemented as an iterative matrix-matrix multiplication based on two operators on function types: composition and merge. The function represented by a path in the partial dependence graph is the composition of the functions along its edges. We use \( \boxplus \) to denote the composition of two functions. If \( FST \) represents finite-state function, \( ANY \) represents any type of function, \( LINR_P \) and \( LINR_N \) represent linear positive and linear negative function, \( RECT_{\_\_} \) represent rectified-linear function of shapes in Figure 5, the composition rules are as follows:

- \( FST \boxplus ANY = FST \)
- \( LINR_P \boxplus LINR_P = LINR_P \)
- \( LINR_P \boxplus RECT_ANY = RECT_ANY \)
- \( RECT_ANY \boxplus LINR_P = RECT_ANY \)
- \( LINR_N \boxplus RECT_A(B)(C)(D)(E)(F) = RECT_C(D)(A)(B)(F)(E) \)
- \( RECT_A(B)(C)(D)(E)(F) \boxplus LINR_N = RECT_B(A)(D)(C)(F)(E) \)
- If there is a path from node \( x \) to node \( y \) where the edges cannot be composed by the rules above, i.e., the composed function may have a type that is not one of the three function types discussed in §3, the analysis will abort and the loop cannot be parallelized by our approach.

There might be multiple paths between two nodes in the partial dependence graph. We use \( \boxdot \) to denote the merge of two function types represented by different paths. The merge rules are as follows:

- \( T \boxdot T = T \)
- \( LINR_P \boxdot RECT_A(D)(E) = RECT_A(D)(E) \)
- \( LINR_N \boxdot RECT_B(C)(F) = RECT_B(C)(F) \)
- \( \boxdot \) is commutative and associative.

To elaborate, merge of two identical function types is still the same function type, and merge of a linear function and a rectified-linear function with the same direction is the rectified-linear function (linear function can be considered as a special case of a rectified-linear function). If the paths between two nodes in the partial dependence graph cannot be merged by the rules above, which means that the function relations between the two recurrence variables do not have a unique type, the analysis will abort and the loop cannot be parallelized by our approach.

The edges in the partial dependence graph are first merged and stored in a matrix \( M \). With the multiplication \( \boxtimes \) and addition \( \oplus \) of the matrix elements defined above, the transitive closure of the partial dependence graph is the power of \( M \) at convergence. That is, \( G = M \times M \times \ldots \times M \) and \( G \times M = G \).

5 Evaluation

In this section, we apply our approach to a diverse set of sequential loops, evaluating the effectiveness, and also examine the efficiency of parallelization.

5.1 Experimental Setup

**Platform** Our experiments are conducted on an Intel Xeon Phi 7250 (Knights Landing) processor, which contains 68 cores running at 1.4GHz, each with four hardware threads. Though the techniques presented in this paper are not restricted to any specific architecture, this processor was chosen because of high degree of parallelism both at MIMD and SIMD levels. We use multicores to execute multiple portions of loop iterations in parallel and utilize SIMD to hide the overhead of sampling at each core. To fully exploit the wide SIMD vectors (512-bit), we further execute multiple (portions of) iterations in one SIMD vector on a single core, and obtain additional speedups. Both the sequential and the parallelized codes are compiled with Intel ICC 17.0.4.

**Implementation** We implement the program analysis algorithms in §4 as an LLVM IR pass, which is used within Clang (version 6.0.0). The input is the source code of the sequential loop written in C++. The pass analyzes the sequential loop and produces a function relation graph for the loop (or aborts if the loop cannot be parallelized with our approach). We also implement a standalone source-to-source transformation tool with Clang libTooling [4], which generates the parallel codes automatically based on the function relation graph. The generation of the sampling part of the parallelized code is straightforward. We add an inner loop of \( _{\_\_\_\_\_\_\_\_\_\_\_SAMP} \) iterations to the origin loop and replace each recurrence variable \( x \) with a reference to its corresponding vector \( Vs[i\ldots_{\_\_\_\_\_\_\_\_\_\_\_SAMP}] \). As an example, Figure 9 shows the code for parallel sampling generated for the "maximum segmented sum" loop in Figure 4.

![Figure 9](image-url)
iterations for a recurrence loop is generated according to the reconstruction procedures discussed in §3.

SIMD Optimization The inner loop for sampling in our parallelized code (e.g. in Figure 9) can be vectorized across iterations. This indicates that the overhead for computing on multiple initial value sets can be eliminated if they can be accommodated in the SIMD vector. We apply this optimization to our codes whenever possible to improve the overall parallelization performance.

5.2 Benchmarks

We collected the comprehensive test cases from several previous research efforts in this area [11, 22, 24] and added certain additional loops. As listed in Table 2, the test cases include:

- mps (maximum prefix sum), mss (maximum segmented sum), mts-p (maximum tail sum with position returned), ss (second smallest), and bal (balanced-()) which checks if a string of brackets is balanced, are commonly used test cases from previous papers [11, 19, 24, 25].
- ses (single exponential smoothing) and des (double exponential smoothing) are common techniques for smoothing time series data [2].
- msp (maximum segmented product), as shown in Figure 8, returns the subarray with maximum product.
- agg1 and agg2 are two user-defined aggregation queries adopted from Raychev et al. [22]. agg1 was shown earlier in Figure 3 and counts the events between "PUSH" and "PULL" on a repository in github datasets. agg2 counts the number of operations in each session that is determined by whether the time interval between two consecutive operations are smaller than a threshold.

The function types in these loops are also shown in Table 2. They can be parallelized using our approach with the number of initial value sets as shown in the third column of Table 2 – here each multiplicand indicates the number initial values for sampling of each recurrence variable.

As a comparison, we try to parallelize all the test cases with the program synthesis based tool Parsynt from Farzan et al. [11]. The results are shown in the last column of Table 2. As expected, mps, mss, mts-p, ss, and bal, which are included in their benchmarks, can be successfully parallelized by Parsynt. However, for ses, des, msp, agg1 and agg2, Parsynt fails to produce a parallelization. The codes are successfully translated to functional representations and given to the SMT solver, but the solver fails to find solutions for these functions and finally aborts after a long time of searching. Even for the loops that Parsynt can parallelize, it takes tens of seconds to minutes to generate the parallelized codes. Our tool however parallelizes all of the loops almost instantly (in less than 1 sec) as we construct the combined function directly without any search.

5.3 Parallel Performance

There are three aspects in our performance evaluation: 1) scaling across cores with our approach, 2) performance comparison with the codes generated by Parsynt [11], and 3) the extra benefits from SIMD processing of multiple portions of iterations.

For mps, mss, mts-p, ss and bal, which are the five loops that can be parallelized by Parsynt [11], we compare the performance of the parallel code generated by our approach and Parsynt. The basic version of our approach (our–nonvec) only uses multithreading to process different portions of loop iterations and does not use any SIMD optimization (as shown in Figure 9). The first optimized version of our approach (our–vec1) vectorizes the inner loop of the basic version. That is, the multiple sampling are performed simultaneously in SIMD vectors. For mps, ss, bal, because our approach only needs one sample point (i.e., the inner loop has only one iteration), our–vec1 is not applicable. As SIMD units are commonly supported in modern CPUs and the inner loop is quite easy to vectorize (either automatically or manually), we use this version as the default version of our approach. The second optimized version of our approach (our–vec2) vectorizes both the inner and the outer loop of the basic version. Because the iterations in different portions of the outer loop are independent, they can be processed simultaneously in SIMD vectors. According to the number of sampling sets required in each case as shown in Table 2, we apply the optimization to mps, mss, mts-p, ss, bal, ses and des. The number of portions processed per SIMD vector is the number of lanes in the vector divided by the number of sampling sets required for the loop. It is difficult for a compiler to do this vectorization automatically, so we manually generate this version with an API for SIMD programming on Intel Xeon Phi processors without explicitly writing Intel Intrinsics [15]. For agg1, the input is the log of January

1https://github.com/victorniclet/parsynt
2https://github.com/lcchen008/irreg-simd/tree/master/SSE_API_Package/

<table>
<thead>
<tr>
<th>Loop</th>
<th>Function Types</th>
<th>#Sampling Sets</th>
<th>Parsynt?</th>
</tr>
</thead>
<tbody>
<tr>
<td>mps</td>
<td>linear; rectified-linear</td>
<td>2 × 1</td>
<td>yes</td>
</tr>
<tr>
<td>mss</td>
<td>linear; rectified-linear</td>
<td>2 × 1</td>
<td>yes</td>
</tr>
<tr>
<td>mts-p</td>
<td>linear; rectified-linear</td>
<td>1 × 1</td>
<td>yes</td>
</tr>
<tr>
<td>ss</td>
<td>linear; rectified-linear</td>
<td>1 × 1</td>
<td>yes</td>
</tr>
<tr>
<td>bal</td>
<td>linear; rectified-linear</td>
<td>2 × 2</td>
<td>no</td>
</tr>
<tr>
<td>ses</td>
<td>linear</td>
<td>2</td>
<td>no</td>
</tr>
<tr>
<td>des</td>
<td>linear</td>
<td>2 × 2</td>
<td>no</td>
</tr>
<tr>
<td>msp</td>
<td>linear; rectified-linear</td>
<td>4 × 4 × 1</td>
<td>no</td>
</tr>
<tr>
<td>agg1</td>
<td>linear</td>
<td>2 × 2</td>
<td>no</td>
</tr>
<tr>
<td>agg2</td>
<td>linear</td>
<td>2</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 2. Test cases used for evaluation with their function types and number of initial value sets for sampling in our approach and whether they can be parallelized by the program synthesis tool from [11]
2015 in github archive\(^3\), which has about 12M entries. For agg2, the input is a randomly generated sequence of 64M event-timestamp pairs. For other loops, we use randomly generated arrays of 64M entries as the input.

Figure 10 shows the speedups of the parallelized codes against the original sequential codes. Our approach without SIMD optimization (our-nonvec) achieves the same performance with Parsynt for mps and ss as the parallelized codes generated by Parsynt also do not require auxiliary computation. For bal, our-nonvec achieves slightly better performance than Parsynt because Parsynt needs to do auxiliary computation while we do not. For mss and mts-p, two sample points are needed in our approach. The basic version our-nonvec runs slightly slower than Parsynt because the extra sampling in our approach incurs a bit more operations than the codes generated by Parsynt (see §3.5). However, this overhead is easily hidden by SIMD processing of the multiple sampling as our-vec1 outperforms Parsynt.

Parsynt fails to parallelize the rest of the test cases. For ses and des, because all of the intermediate results are required (i.e., the loops are scans), we have to take two passes over the inputs, so the speedups of our-vec1 are half the number of the computing threads. The two user-defined aggregations (agg1 and agg2) also involve intermediate outputs, but the number of outputs is much smaller than the number of iterations. Similar to the idea of SymVector in Raychev et al.\(^{[22]}\), we store the intermediate sample values for the outputs during the parallel execution and calculate the actual output values at the end of the entire loop. This makes the two scan-like loops parallelizable as reductions. For this reason, we only apply inner-loop vectorization (our-vec1) to the parallel codes for the two loops and we achieve near linear speedup across multiple cores. For msp, our-vec1 achieves a similar speedup.

For the test cases except msp, agg1 and agg2, our-vec2 achieves an extra 1.5x to 5.4x speedups over our-vec1. The speedups may not be the optimal because there is tradeoff between cache locality and propagation overhead that are controlled by the block size. We simply choose 8KB entries as our block size to show the efficacy of this optimization.

6 Related Work

Static Approaches There have been a long series of efforts on extracting parallelism in loops by compiler techniques. A seminal work that parallelizes complex scans and reductions was proposed by Fisher et al.\(^{[15]}\). Their key idea was to use aggressive symbolic analysis to search for closed-form combinations of the function of the loop body. Many followup efforts presented different formalizations and improvements extending this idea. For example, Sato et al. abstracted the computation in certain loops as matrix multiplication on a semiring and parallelized these loops as matrix chain\(^{[24]}\). Morita et al. formalized the loops with list homomorphism and used the third homomorphism theorem to derive parallel programs\(^{[19]}\). More recently, Farzan et al. presented a more practical solution also formalized with list homomorphism\(^{[11]}\). They used an SMT solver to synthesize the join operators and auxiliary accumulators that meet the list homomorphism properties and parallelized the loops in a divide-and-conquer fashion. In another recent effort, Fed'yukovich et al. proposed to gradually synthesize the composed functions across loop iterations. They relied on the same SMT solver to generate the parallel codes and ended up with the same results\(^{[12]}\). Halide\(^{[26]}\) is another parallelization tool based on SMT solver. Ginsbach et al. presented techniques to discover reductions including simple scalar reductions.

\(^3\)https://www.githubarchive.org/
and complex histogram reductions [14]. As shown in our evaluation, the state-of-the-art tool in this line of research, Parsynt from Farzan et al. [11] cannot parallelize certain loops that our approach can work on.

Runtime Approaches A commonly used method to break dependences in loops is thread-level speculation (TLS) [8, 9, 28]. Many of the TLS efforts are based on the idea that certain dependences in programs that are diagnosed at compile-time rarely happen at runtime. During the speculative execution, the systems check whether the dependent variables are modified; if so, they simply rollback and re-execute the speculation work [8]. For variables with constant dependences, value prediction is often used to improve speculation success rate [21, 27]. One successful application of value prediction is in parallelizing finite-state machines (FSMs). Zhao et al. leveraged the state convergence in FSMs and successfully parallelize a broad class of FSMs with principled speculation [29, 30]. However, for more general cases such as those considered in this paper, speculation is not likely to work because predicting the starting state for integers or floating-points of arbitrary values is difficult. A recent work on parallelizing user-defined aggregations shows the potential of using symbolic execution to break dependences at runtime [22]. However, the efficacy of symbolic execution is dependent on the existence and efficient maintenance of the canonical forms of recurrence variables.

7 Conclusion
This paper has presented a methodology to extract scan or reduction parallelism in recurrence loops. The key idea is a point-value representation of the loop body functions. We observe that with outputs on a few sampling inputs, we can preserve the information of the functions modeling the recurrent loop bodies, and can reconstruct the combined functions over iterations. We discussed several of the most common function types and their sampling and reconstruction techniques. We further explain the program analysis algorithms to automate our parallelization process. The experiments show that our approach can parallelize a diverse set of sequential loops, and the parallelized codes achieve linear scalability across multicore.

A Artifact appendix
A.1 Abstract
The artifact includes all of the programs that are needed to reproduce the experiments in the paper "Revealing Parallel Scans and Reductions in Recurrences through Function Reconstruction". There are mainly two parts in the artifact: (1) a compiler tool for parallelizing recurrence loops and (2) the codes for performance evaluation. The compiler tool is implemented as an LLVM IR pass and is used within Clang; this tool should be able to work on any platform with proper LLVM installation. The parallelized codes for performance evaluation should be executed on an Intel Xeon Phi 7250 (Knights Landing) processor as the codes use AVX-512 instruction set. An Intel ICC compiler is also required for compiling the codes on the Xeon Phi KNL processor.

A.2 Artifact check-list (meta-information)
- Program: (1) a LLVM IR pass to determine the function types in recurrence loops as described in §4, (2) a code generation tool to produce the parallelized codes as described in §5.1, and (3) the parallelized and vectorized codes for reproducing the results in Figure 10.
- Output: Program results including the execution time and speedups are printed out to the console; the speedups are also saved in a txt file and a python script is provided to plot the speedups similar to those in Figure 10.
- Experiment workflow: A bash script is provide to automatically compile and run the performance evaluation on the Intel Xeon Phi processor. Details of how to setup and use the compiler tool are in its Github repository.
- Artifacts publicly available?: Yes
- Artifacts functional?: Yes
- Artifacts reusable?: Yes
- Results validated?: Yes

A.3 Description
A.3.1 How delivered
The artifact is publicly available at https://github.com/pengjiang030/pact2018_artifact.git

A.3.2 Hardware dependencies
An Intel Xeon Phi 7250 (Knights Landing) processor is required.

A.3.3 Software dependencies
Intel ICC 17.0.0, LLVM 6.0.0 and Clang 6.0.0 are required.

A.3.4 Data sets
Most of the programs use randomly generated data. Only agg1 uses data from github archive as described in §5.3. We preprocessed the data and stored them on Dropbox (please make sure you have access to Dropbox). The bash script provided in the artifact will download the data automatically.

A.4 Installation
The performance evaluation part does not need installation – simply download the codes to a machine with Intel Xeon Phi 7250 processor. The compiler part requires installation of LLVM 6.0.0 and Clang 6.0.0. Please see the Github repository for detailed instructions to setup the compiler tool.

A.5 Experiment workflow
Performance Evaluation Part, on an Intel Xeon Phi 7250:
1) Download the codes:
   git clone https://github.com/pengjiang030/pact2018_artifact.git

2) Open to the folder for performance evaluation:
   cd pact2018_artifact/performance_eval

3) Compile the codes, download the input data, and run the programs with the provided bash script:
chmod +x run_test.sh; ./run_test.sh.

The execution time and speedup for each test case will be printed out to the console.

4) Wait for the programs to finish (should be less than 30 min), the speedups will be saved in a file ‘speedups.txt’. Make sure ‘speedups.txt’ is generated and has content, then plot the speedups: python plot.py

5) Images of pdf format will be generated in the folder. Open the images (you may need to download them to a laptop) and compare the generated images with Figure 10. (The speedups should be close; note that the generated images may have different colors to Figure 10, Figure 10 was originally plotted by Excel, we provide the ‘plot.py’ here just to facilitate the artifact evaluation.)

Compiler Part:
See the Github repository for detailed instructions to setup the environment and install the tool.

A.6 Evaluation and expected result
The speedups should be close to those reported in the paper. The compiler tool should be able to parallelize all the test loops.

A.7 Experiment customization
The compiler tool works on any machine with installation of LLVM 6.0.0 and Clang 6.0.0. Please follow the instructions in the Github repository if you want to install it on your local machine.

A.8 Notes
The compiler tool is currently a prototype, especially the code generation part. The automatically generated codes use one more samples for ‘msp.cpp’ and ‘ss.cpp’ compared with the codes for performance evaluation. This is because the code generation part needs more engineering efforts to implement this optimization, while it is much easier to do manually based on the function relation graph. Also, for ‘msp.cpp’, we use 16 samples for performance evaluation as reported in the paper. However, we later find that the rectified-linear function (or its extended line) of this loop passes origin, so we actually need only 4 samples for parallelization. This optimization has been implemented in our compiler tool, so you may notice that the automatically generated ‘msp_par.cpp’ uses only 4 samples instead of 16.
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